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Computing and Informational Science (CIS) 

Research Area: AI and Data Science 

 

❑ Project Title: 
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❑ Project Title: Transfer Learning for Time Series Data Analytics 

I2R Supervisor: Chen Zhenghua, Scientist III 
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inspection. Three key challenges in multi-robot coverage scenarios will be addressed by 

adapting to changes in: 

¶ environmental map, as the map is explored on-the-fly, 

¶ fleet size, as some robots can be added per need or some may fail during the mission, 

¶ goal, as the mission itself may be altered after deployment. 

 

To address these key challenges, the proposed approach will be developed and tested over 

software-in-the-
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This project aims to develop machine learning methods that can integrate prior knowledge, 

e.g., sensor relations in a smart system, for anomaly detection and remaining useful life 

prediction, which are very important for machine maintenance in many real-world systems. 

This is a time-serials prediction problem.  

 

We will explore graph neural networks (GNN) including transformer models to improve the 

prediction accuracy. 

 

 

❑ Project Title: Incorporating Knowledge into Deep Learning Models 

I2R Supervisor: Liu Fayao, Scientist III 

 

Incorporating knowledge enables models to learn from limited labeled data and also enhances 

model capabilities. It can be done by either injecting explicit knowledge encoded by knowledge 

graphs or implicit knowledge learned offline or on-the-fly.   

 

Main research topics include but not limited to: 

1. Knowledge graph and graph neural networks to explicitly inject external knowledge, e.g., 

commonsense knowledge, domain knowledge. 

2. Few-/zero- shot learning to learn from limited labeled data 

3. Knowledge distillation to transfer knowledge learned by another network  

4. Multi-task learning to facilitate current task learning by performing auxiliary self-

supervised tasks 

 

 

❑ Project Title: Deep Learning for Educational Data Analytics 

I2R Supervisor: Liu Guimei, Senior Scientist II 

 

The rapid rise of online education platforms in recent years produces huge amount of data for 

educators to assess and understand teaching and learning in online environments. Deep 

learning technologies have demonstrated promising potentials for improving online learning 

and teaching. In this project, we will focus on using deep sequence models, graph neural 

networks and other deep learning methods to capture various relationships and patterns from 

multi-modal educational data. We will develop AI algorithms and tools for a number of 

educational data analytics tasks, including, but are not limited to, knowledge tracing, student 

profiling, learning material characterization and organization, detecting low-progress students, 

personalized learning path recommendation, and recommendation for instructors. 

 

 

❑ Project Title: Decision-Making in Local Path Planning / Footstep Planning by Prediction of 

Future Locomotion States in Quadrupeds with the Use of a Digital Twin / Shadow and a 

Real-to-Sim Environment Reconstruction 

I2R Supervisor: Michael Chuah, Scientist II 

 

Given the expanse of current works in simulation physics today, reliable, and accurate physics 

engine and simulators such as the Bullet, RaiSim, and MuJoCo are ubiquitous among the 

robotics community today. Most, if not all, developers use simulation physics as a testbed for 

their newly developed algorithms before deployment on actual robotic hardware to reduce 

occurrences of unforeseen circumstances. 
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hallucinations. This project investigates computational models for casual learning and 

reasoning and the application to computer vision and natural language processing tasks. 

 

 

❑ Project Title: Interpretable and Robust Neural Language Generation 

I2R Supervisor: Nancy F. Chen, Group Leader (Language Generation), Principal Scientist I 

 

Neural modeling techniques from deep learning has propelled avid research in neural 

language generation recently. However, the blackbox nature of neural models make it difficult 

to understand the innerworkings and ensure factual correctness and causal reasoning. This 

project aims to derive algorithms that take advantage of the practical advantages of neural 

models while addressing the limitations of factual inconsistency. Possible applications of this 

research include summarization, machine translation, dialogue response generation and data-

to-text generation. 

 

 

❑ Project Title: Multimodal Fake News Detection 

I2R Supervisor: Nancy F. Chen, Group Leader (Language Generation), Principal Scientist I 

 

Video and language generation technology is also advancing at a paramount rate, accelerating 

the spread and prevalence of misinformation. This project investigates to jointly model audio, 

video, and textual features in a computationally resourceful way to adeptly detect dynamically 

evolving disinformation sources.
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(long term memory) and real-time interaction and decisions from humans, and send back the 

information to humans for visualization. Research tasks include: 

 

¶ Process different types of sensory signals (e.g. data collected from event-based cameras, 

synchronous cameras, and other sensors) for scene understanding (e.g. object 

detection and localization) using neuromorphic systems embedded on a single or 

multiple drones. 

¶ Extract meaningful information (3D layout of the scene, objects of interest, threats, etc.) 

and combine with existing knowledge models. 

¶ Provide meaningful multimodal feedback to the user based on a wearable device (e.g. 

smart glasses) that should provide remote (augmented) perception. 

 

 

❑ Project Title: Semi-Supervised and Continual Learning for 3D Semantic Segmentation 

I2R Supervisor: Ramanpreet Singh Pahwa, Scientist III 

 

High Resolution 3D X-ray scans are used in various fields like medical-imaging and 

semiconductor manufacturing for identifying tumors and anomalies in 3D regions. Traditional 

approaches involve locating these anomalies by spending months labelling data and training 

fully supervised models. Additionally, previously trained models perform poorly on new 

datasets consisting of new chip designs or using different scanners for biomedical data. We 

aim to develop fundamental 3D Semi-Supervised Segmentation algorithms that will leverage 

on unlabelled voxelized data, novel augmentation techniques, and explore incremental 

continual learning to achieve similar performance with fractional labelled data. 

 

 

❑ Project Title: Network Architecture Design and Selection in Deep Learning 

I2R Supervisor: Ramon Sagarna Almandoz, Scientist II 

 

Transfer Learning methods are being increasingly adopted in practice to learn a model when 

data is scarce (e.g. few images have been labeled due to annotation cost). In deep learning, 

Domain Adaptation (DA) is a major Transfer Learning strategy which is not fully understood as 

yet. While a good amount of research efforts has been devoted to the design of loss functions, 

much less attention has been paid to the design of DA architectures that can deliver a 

successful transfer model. A suitable network design is especially important for widely used 

deep DA approaches which rely on the interactions of several modules (for example, domain-

invariant methods). This project will investigate the impact of DA architecture selection on the 
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foundations in MARL to address uncertainties and adversarial attacks on multiple agents. We 

are inviting PhD candidate applicants to work on investigating MARL from the game-theoretical 

perspective that covers both the fundamentals and the real-world implementation as a 

research frontier. 

 

University supervisor: Prof Bo An, NTU 

A*STAR supervisor: J. Senthilnath, I2R 

 

 

❑ Project Title: Deep Representations of Words and Knowledge Graphs for Information 

Extraction 

I2R Supervisor: Su Jian, Group Leader (Natural Language Processing), Principal Scientist I 

 

(This is a resubmission of a PhD project proposal to elaborate the project and more co-

supervision context) 

 

Natural Language Processing has made continuous progress towards identifying elements of 

meaning in text in the framework of information extraction: extracting specific types of 

information and knowledge conveyed by texts and using them to expand knowledge graphs. 

 

Representing words or knowledge graphs as vectors (embeddings) in continuous, 

multidimensional spaces is a very active area of recent research both in Natural Language 

Processing and in the Semantic Web.  Word embeddings learnt from large text corpora have 

helped to extract information from texts and build knowledge graphs.  Conversely, continuous 
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intelligence and Natural Language Processing techniques to address social and ethical issues. 

An extensive body of work has been proposed to automatically detect HS relying on a variety 

of deep learning methods (Founta and Nunes, 2018; Schmidt and Wiegand, 2017). Most 

research focus on HS as expressed in texts without taking into account the contexts in which 

they have been uttered. This PhD aims to bridge the gap by investigating for the first time how 

HS are expressed and detected in multi-party dialogues. We will propose new dialogue 

datasets for HS detection as well as new context-based deep learning methods that leverage 

the conversation thread to account for hateful contents and how they evolve as the dialogue 

proceeds.  

 

References 

Paula Fortuna, Sérgio Nunes:A Survey on Automatic Detection of Hate Speech in Text. ACM 

Comput. Surv. 51(4): 85:1-85:30 (2018) 

 

Anna Schmidt, Michael Wiegand: A Survey on Hate Speech Detection using Natural Language 

Processing. SocialNLP@EACL 2017: 1-10 

 

This project is part of DesCartes program, https://www.cnrsatcreate.cnrs.fr/descartes/, with co-

supervisor, Professor Farah Benamara from University of Toulouse III Ȃ Paul Sabatier (UPS) as 

well. 

 

 

❑ Project Title: Visual Explanation Generation for Video Question Answering 

I2R Supervisor: Sun Ying, Group Leader (Visual Learning & Reasoning), Senior Scientist II 

 

Video Question Answering (VideoQA) is a recent emerging challenging task which requires a 

deep understanding of video data to answer questions asked in natural language. As real-

world visual information is increasingly available in the form of videos, the task of VideoQA 

plays an essential role in supporting interaction between machines and humans with the aim 

to improve cognitive performance. For example, in video surveillance applications, the 

question-answer process can help direct human attention to keyframes or events in a timely 

manner, and to facilitate decision making.  

 

Although promising performance has been achieved for VideoQA by deep learning-based 

methods, it remains a challenge for humans to truly understand model decisions. Therefore, 

beyond generating a short answer to each question, it is 

https://www.cnrsatcreate.cnrs.fr/descartes/
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this necessitates collection of large amounts of data and thus brings concern about the privacy 
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with data privacy protection requirements are needed. The formats of explanation suitable for 

various stakeholders involved in FL can also be a topic of study. 
 
 

❑ Project Title: Multi-language Code-Switch Automatic Speech Recognition 

I2R Supervisor: Tran Huy Dat, Deputy Department Head, Group Leader (Audio Analytics & 

Speech Recognition), Senior Scientist III 

 

In this project we develop a novel multi-language code-switch automatic speech recognition 

engine which can take spoken audio input from Southeast Asian (SEA)languages, including 

those with code-switched speaking (mixed in sentences level) with English. The candidate will 

be working on an industry-oriented research environments and learn to handle a very big data 

training and modelling with sophisticated joint optimization algorithms on audio, text, and 

linguistic domains. 
 
 

❑ Project Title: Satellite VHF voice communication digitalization & analysis 

I2R Supervisor: Tran Huy Dat, Deputy Department Head, Group Leader (Audio Analytics & 

Speech Recognition), Senior Scientist III 
 

In this project we develop AI-driven speech processing, recognition, and emotion analysis of 

satellite VHF communications between controllers and pilots. The satellite VHF signals are 

characterized with scintillation effects which are changing unpredictably and introduces high 

level of noises and distortions. Secondly, the transmission introduces data loss which also 

results in bad signal quality. The team will work on developing of speech recognition and 

emotion recognition engines from voice communication under those challenging conditions. 

 
 

❑ Project Title: Object-Aware Domain Adaptation for Object Detection in Rain 

I2R Supervisor: Wang Jiangang, Senior Scientist II 

 

In the context of autonomous vehicles, object detection from image is important to ensure the 

AV can move safely by responding to the environmental changes. Although impressive 

progress has been achieved by using deep learning, object detection in bad weather from an 

in-car camera is still challenging when much of the object information has been lost due to the 

rain on the road as well as the raindrop on the frontal windshield. Most of the data, used to 

train object detector are collected on sunny day, is very different from the actual rainy data. All 

of these factors make the object detection accuracy degraded significantly in rain. The 

application of autonomous vehicles is consequently limited because fail to keep away from 

objects could cause fatal accidents.  

 

In this project, a novel deep learning approach is proposed to enhance/detect object from rain 

images. The images that are captured on clear and rainy weather conditions respectively are 

considered as images come from two different domains. The object enhancement and 

detection are formulated as domain adaptation problem: convert image from one domain to 

another domain in order that the object detection rate can be improved in rain. Different from 

existing de-rain approaches which aim to improve the image visual quality, we aim at lane 

detection. An object-aware domain adaptation is proposed in this project to enhance object 

awareness in rain conditions. The methods proposed in this project can also be extended to 

other weather conditions (e.g. hazy). 
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❑ Project Title: Self-Supervised Representation Learning for Cross-Domain Trajectories 

I2R Supervisor: Yin Yifang, Scientist III 
 

A raw trajectory is a sequence of fine-grained location indicators such as latitude and longitude, 

which are difficult to be effectively utilized in geo-aware applications. In this project, we 

propose to learn deep trajectory representations via a self-supervised pre-training scheme. 

Once the network is trained, it can be used as a pre-trained model for feature extraction from 

trajectories world-wide. Our proposed method will benefit a wide range of cross-domain and 

cross-modal downstream applications such as trajectory classification and forecasting based 

on transfer learning. 
 
 

❑ Project Title: Machine intelligence of human cognitive-neuromuscular performance and 

intention for human-robot physical interaction 

I2R Supervisor: Zhang Haihong, Unit Leader (Neural and Biomedical Technologies), Senior 

Scientist I 

 

Along with increasing autonomy in the robots, machine intelligence of human cognition-

neuromuscular performance and intention will be a key factor in creating a safe, friendly, and 

efficient physical interaction between human and machine so as to maximize the overall 

performance and safety of the human-robot system. 

 

Inspired by recent developments in physiological and psychological research into cognitive-

neuromuscular activities, this project aims to investigate humans' cognition-neuromuscular 

processes associated with interactions with assistive robots, and to develop machine learning 

methods that will enable real-time decoding of human's motion and control intention and 

perform automated analysis of human performance for apt decision making by the robot 

control. 

 

This PhD research will be associated with existing and potential research projects -- such as 

Intelligent Human-Robot-Interface for Assistive Robot funded by National Robotics Programme. 

The research will take advantage of the capabilities and resources of the Neural-Biomedical 

Technology Laboratory at I2R. The student will be learning the basics of human cognition-

neuromuscular processes, as well as related techniques for data processing, analysis and 

machine learning, and is expected to create impactful research outcomes in terms of new 

understanding of the neuro-physiological processes in human's interaction with assistive 

robots, and/or advanced machine learning techniques for real-time decoding of human's 

motion and control intention. 
 
 

❑ Project Title: Machine Learning for Early and Adaptive Prediction of Motion Intentions 

from Neurophysiology Signals 

I2R Supervisor: Zhang Haihong, Unit Leader (Neural and Biomedical Technologies), Senior 

Scientist I 
 

Understanding and predicting human motions and intentions is of high importance in 

advancing multiple disciplines ranging from neuro-muscular physiology to human-machine 

interactions. It remains an open question as to how to model the complex, articulated human 

body motion processes with subject-dependent cognitive and neuromuscular functions. This 

project aims to design and study appropriate deep-learning techniques based on in-depth 
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analysis of human motion data (including electroencephalogram, electromyogram, inertial 

measurements, motion tracking data, etc.) collected by the neural and biomedical technology 

laboratory of I2R (A*STAR) and/or collaborators.  The research will also conduct interactive 

experiments involving human subjects and robotics/computer to study human-machine co-

adaptation with human-motion-intention intelligence. 

 

 

❑ Project Title: Mobile Computational Photography by Fusing Model-driven and Data-

driven Approaches 

I2R Supervisor: Li Zhengguo, Senior Scientist III 
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answer based on each fragment separately without considering other contextual fragments. 

+RZHYHU�� WKLV� DSSURDFK� VX΍HUV� IURP� WKH� ODFN� RI� ORQJ-distance dependency, which severely 

damages the performance. This project aims to address these challenges by a retriever-reader 

architecture, to compress long texts into pieces of key memories instead of simplifying self-

attention ways, then figure out the correct answer. 
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signals and have a lot of similarities in hardware and software. However, currently dedicated 

spectrum, hardware, and software are used separately for them. This separation has caused 

huge spectrum, hardware, and energy waste. With the increasing usage of software defined 

radio and digital signal processing, the hardware and RF front-end for radar and 

communication tends to be similar. Thus, in recent years there is a trend to integrate radar 

sensing and wireless communication as one of the key technologies in future wireless systems. 

This project studies joint radar and communication (JRC), which uses the same RF signal and 

hardware platform for both radar sensing and communication. It tries to solve the key issues 

in JRC with the latest technologies in communications, network, signal processing, and artificial 

intelligence. 

 

 

Computing and Informational Science (CIS) 

Research Area: Computational Engineering 

 

❑ Project Title: Towards Practical Homomorphic Encryption for Deep Learning 

I2R Supervisor: Tan Hong Meng Benjamin, Scientist II 

 

The use of data-driven methods in the industry is set to increase but these methods require 

users to release their data to reap their benefits. With greater focus on data protection, it is 

important to develop methods for preserving privacy of users while still getting the benefits 

from machine learning. Especially with the advent of Machine Learning as a Service (MLaaS), 
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Computing and Informational Science (CIS) 

Research Area: Cybersecurity 

 

❑ Project Title: Research on Quantum Computing Error Correction Codes 

I2R Supervisor: Jin Chao, Senior Scientist I 

 

Quantum computing plays a vital and disruptive role in modern cybersecurity, as it can easily 

break most cryptography techniques currently in use. However, what is possible in quantum 

computing is still far from what can be implemented, this is because 1)a 
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and non-
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❑ Project Title: Reliable and Robust Linux Malware Detection Research based on Artificial 
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Computing and Informational Science (CIS) 

Research Area: Digital Health 

 

❑ Project Title: Multimodal EEG and NIRS BCI for stroke 

I2R Supervisor: Ang Kai Keng, Group Leader (Signal Processing), Senior Scientist III 

 

Although the clinical studies had demonstrated clinical effectiveness of BCI for stroke 

rehabilitation, study had shown that only 103 out of 125 stroke patients (82%) can use EEG-

based BCI, and only 75 of them (60%) performed well with accuracies above 70% [1]. Thus, one 

RI� WKH� ELJJHVW� FKDOOHQJHV� LQ� %&Ζ� UHVHDUFK� LV� WR� XQGHUVWDQG� DQG� VROYH� WKLV� Ȋ%&Ζ� ΖOOLWHUDF\ȋ�

problem, of which was estimated to comprise 15-
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❑ Project Title: Brain-Computer-Brain Interface with real-time monitoring using EEG and 

NIBS 

I2R Supervisor: Ang Kai Keng, Group Leader (Signal Processing), Senior Scientist III 

 

Currently, very little is known about how neural circuits produced oscillations are linked to 

motor and cognition. In past studies, evidence on the relationship between 
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of-the-art machine learning techniques by developing advanced privacy enhancing 

technologies utilising the properties of AI and privacy enhancing technologies. 

 

 

❑ Project Title: Privacy Enhancing Digital Health 

I2R Supervisor: Khin Mi Mi Aung, Group Leader (Data Security), Principal Scientist I 

 

To study and develop Privacy Enhancing Technologies for digital health data sharing and 

analytics. 

 

 

Computing and Informational Science (CIS) 

Research Area: Quantum Computing & Engineering 

 

❑ Project Title: Private Quantum Computing 

I2R Supervisor: Khin Mi Mi Aung, Group Leader (Data Security), Principal Scientist I 

 

1. To address serious security threats posed by quantum adversaries which are not only 

greater but are also qualitatively different from those posed by classical ones 

2. To build new wave of quantum encryption technologies capabilities in dynamic thread 

landscape 

3. To build private quantum computing capabilities and disruptive innovation 

 
❑ Project Title: Quantum Computing In (i) Computational Molecular Biology/ Biological 

Sciences and (ii) Climatology/ Climate Change 

I2R Supervisor: Khin Mi Mi Aung, Group Leader (Data Security), Principal Scientist I 

 
In quantum computing, what is possible in theory is very far from what can be implemented. 

Currently, we are interested in four main problems: 

 

1. Ȋ6KRUWȋ�YHFWRUV�LQ�KLJK�GLPHQVLRQ�ODWWLFHV� 

2. Decoding error correcting codes, 

3. Solving systems of multi-variate quadratic equations and 

4. Isogeny graphs of elliptic curves. Theoretically quantum error correcting codes are 

available but quantum computing systems that can work with many qubits in super-

position for long timespans are not ready yet.  

 

Quantum Error-correcting codes could enable quantum computers to function indefinitely, and we 

are keen to work in the area of Quantum Computing in (i) computational molecular biology/ 

biological sciences and (ii) climatology/ climate change. 
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team size, changing obstacle locations. Once the decent results are obtained in simulations, 

real world experiments will also be engaged. 

 

❑ Project Title:



A*STAR Scholarships Ȃ Graduate Studies | I²RȇV�3URMHFWV Page | 35 

❑ Project Title: Development of Agile Locomotion System for Legged Robots 

I2R Supervisor: Michael Chuah, Scientist II 

 

This project involves the simulation and control of a legged robotic platform, and the 

implementation of algorithms for parameter optimization, localization, and navigation. 
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❑ 
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❑ Project Title: Super Modals for Medical Imaging by Transfer Learning and Self-supervised 

Learning 

I2R Supervisor: Yang Xulei, Senior Scientist I 

 

Though artificial intelligence techniques, especially deep neural networks, have achieved 

outstanding performance in medical image analysis in recent years, there are still many 

challenges limit their translational applications. Firstly, the success of deep neural networks 

greatly counts on a large amount of annotated data, however, it is expensive to acquire such 

amount of medical images and label the image accordingly. Secondly, there is lack of deep 

neural networks for general medical image analysis cross various imaging modalities, as well 

as various body regions. A common practice to handle these bottlenecks is to do transfer 

learning through pre-trained models on large amount of various image resources. However, 

the current popular pre-trained models are basically trained on the data from non-medical 

domains, which may lead to performance degradation on medical images. 

  

This project aims to develop super pre-trained models for general medical image analysis 

based on small amount of labelled data. Specifically, the study will focus on exploring three 

related topics:  

 

1. Benchmark dataset 
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